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Prometheus is an open-source monitoring and alerting platform. Originally, Prometheus was created by Soundcloud in
2012. Since then, the Prometheus project adopted by some famous companies abe become a bigger project with very
active developers and community. In 2016, the Prometheus project was graduated under the Cloud Native Computing
Foundation (CNCF).

This guide will show you how to install Prometheus and Node Exporter on the Debian 12 server.

Prerequisites

To get started, ensure you have the following:

e A Debian 12 server.
e A non-root user with sudo administrator privileges.

Basic Concepts You Must Know

Basically, Prometheus collects data and metrics through HTTP endpoints from target servers and then stores all data as
times series. In Prometheus, time-series data are identified by metric name and key/value pairs.

Prometheus provides flexibility through the Prometheus Query Language (PromQL). You can use PromQL to query the
Prometheus time-series database.

On the target servers, you must install the 'exporter' application that exposes all data and metrics to Prometheus. 'Node
Exporter' is a commonly used exporter to monitor Linux machines.

Node exporter exposes hardware and kernel-related matrics from Linux machines. It comes as a single binary file that
will expose data end metrics to the Prometheus server.

Installing Prometheus and Node Exporter

Prometheus is an open-source monitoring system for collecting systems metrics. Prometheus uses an exporter for
collecting system metrics, such as Node Exporter which allows you to collect metrics for your system.

On the latest Debian version, both Prometheus and Node Exporter are available on the repository and can be installed
using the APT package manager.

First, update and refresh your Debian package index by executing the following command.

Now install Prometheus and' Node Exporter via the apt command below. The Debian repository provides Prometheus
2.42.0 and Node Exporter 1.5.0.

' sudo apt install prometheus prometheus-node-exporter

Type Y to proceed with the installation.
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After installation is finished, both Prometheus and Node Exporter will be running as a systemd service and enabled
automatically. The prometheus will have the service prometheus, and the Node Exporter will have the service
prometheus-node-exporter.

Verify the prometheus service using the following command.

sudo systemctl is-enabled prometheus
sudo systemctl status prometheus

The displayed output below reveals that the prometheus service is running and enabled. And by default, it is running on
port 9090.

root@debianl2:
root@debianl2:-
ido systemc s-enab smetheus

root@debianl2:- ido systemc tatus pro eus
® prometheus.s: ce - Monito system and time
d (/lib/syst

HACLIVE . Lrunning, s

Docs: ht [/prometheus. i
mai theus (1)
Main PID: 3727
Task=" 2 (Limi

Memor 4.3M
CPU: 551ms

CGroup: /system.slic omet!
=372 fus prom

Now verify the prometheus-node-exporter service by executing the following command.

sudo systemctl is-enabled prometheus-node-exporter
sudo systemctl status prometheus-node-exporter

The displayed output will be similar, which reveals the prometheus-node-exporter service is running and enabled. The
default port for Node Exporter is 9100.
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CPU: 1
CGroug € ie rometheus-node-exporter.service

eus-node-exporter

Next, run the prometheus command below to verify the Prometheus version.

' prometheus --version

Then, check the binary path of promtool and its version like this. The promtool is a command line for managing the
Prometheus monitoring system.

which promtool
promtool --version

Based on the displayed output, Prometheus and promtool 2.42.0 are installed.

root@debianl2:~#
@debianl2:~% prometheus --version
1 version 2.42.8+ds (branch: debian/sid, rewision: 2.42.0+ds-5+
build user: teamtpkg-gottracker.debian.org
build date 28238518-88:49:35
g0 version: £01.19.8
linux/amd&4
root@debiand: }
root@debianl: : which promtool
fusiefbin/prc L
ot@d: i
root@debianl: * promtool srsion
promtool, ve! n 2.42,0+d yranch: debian/sid, r sion: 2.42. s=5+b5)
team+p ro@trac isbian.org
ouiLd date 202385 18:49:35
go version gol.19
pratrorme: Linux/ 4

Lastly, verify the Node Exporter binary path prometheus-node-exporter and its version using the following command.

which prometheus -node-exporter
prometheus-node-exporter --version

The displayed output below confirms that Node Exporter 1.5 is installed.

root@debianl2:~#

root@debianl2:~# wi prometheus-—r -exp

fusr/bin/promethe: de-exporter

root@debianl2:~:

root@debianl?2 Jrometheus de-expoi version

node_« «ersion 1.5.0 (branch: deb: 1 ion: 1.5.8-1+b6)

b U team+pkg-go@tracker.debia
b 1 dat 282308409-160:11:689

g &3 £01.19.8
pla 1inux/amd&4
root@debianl2:~# I

Configuring Prometheus

After installing Prometheus and Node Exporter, the next step you will configure Prometheus by editing the default
configuration file prometheus.ymli which is located in the prometheus configuration directory /etc/prometheus.

Open the default Prometheus configuration /etc/prometheus/prometheus.yml using the following nano editor command.



E sudo nano /setc/prometheus/prometheus.yml

Within the scrape_configs section, add a new job prometheus with the target endpoint 192.168.10.15:9090, which
is the Prometheus server itself.

# A scrape configuration containing exactly one endpoint to scrape:
# Here it's Prometheus itself.

scrape_configs:
# The job name is added as a label "job=<job name>" to any timeseries scraped from this config.

- job name: "prometheus"
0 cs'
D
static configs:

- targets: ["192.168.10.15:909

# metrics path defau
# scheme defaults to

eus 'ce and apr

e finished.
start - pro

llatic uch @ ://192.168.10.15:9090.
i and.

Save the file and exit the editor when y
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itte//192.168.70.1 52030 metrics G 12.38ms
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such as
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# HELP go_gc_duration_seconds A summary of the pause duration of garbage collection
# TYPE go_gc_duration_s nds summary
go_gc_duration_seconds{quantile="8"} 6.4827e-85
duration_seconds{quantile= 75“} 8.008103186
duration_seconds{quanti } 8.e00214654

go_gc_duration_ ds{quantile
go_gc_duration_ ds{quantiles=
o_gc_duration_seconds_sum E,Eaa?l4ﬁ‘ﬁ
zo.gc ducation seconds count 12
# HELP go_goroutines Number of goroutines that currently exist.
# TYPE go_goroutines gauge
go_goroutines 48
# HELP go_info Information about the Go environment.
# TYPE go_info gauge

on="gol.19.8"} 1

y_memstats_alloc_bytes Number of bytes allocated and still in use.

# TYPE go memstats_alloc_bytes gauge
go_memstats_alloc_bytes I84768e+87
# HELP go_memstats_alloc_bytes_total Total number of bytes allocated, even if freced
# TYPE go_memstats_alloc_bytes_total counter
go_memstats_alloc_bytes_total 9.438784e+87
# HELP go_ menstats buck_hash_sys_bytes Number of bytes used by the profiling bucket hash table.
# TYPE go_memstats_buck_hash_sys_bytes gauge
gu_memstats_buck_hash_ﬁys_byt 1.474815e+86
# HELP go_memstats_frees_total Total number of fr
# TYPE go_memstats_frees_total nter
go_memstats_frees_total 54689
# HELP go_memstats_gc_sys_bytcs Number of bytes used for garbage collection system metadata.
# TYPE go_memstats_gc_sys_byt
go_memstats_gc_sys_bytes 9.9
# HELP go_memstats_heap_al s Number of heap bytes allocated and still in use.
# TYPE go_memstats_heap_alloc_bytes gauge
go_memstats_heap_alloc bytes 2.7384768e+87

idle hytes 1.929216e+07
s heap_inuse bytes Numbcr of heap bytes that are in use.
& TYPE gu menstatr _heap_inuse_bytes gauge
go_memstats_heap_inuse_bytes 3.818752e+a7
_heap_objects Number of allocated objects.
_heap_objects gauge

Adding Node Exporter to Prometheus

Now that you've configured Prometheus, the next step is.to add Node Exporter to your Prometheus installation. The
Node Exporter will gather metrics from your server. To‘achieve that, you must complete the following:

¢ Checking Node Exporter Status: This will ensure that Node Exporter is running before going further.
e Adding New Job to Prometheus: This will show you how to add a target monitoring system to Prometheus.

Now let's begin.

Checking Node Exporter Status

Before adding Node Exporter to Prometheus, you must ensure that Node Exporter isatunning without any errors. This
can be achieved by checking the prometheus-node-exporter service status, checking the port 9100 that is used by Node
Exporter, and accessing the Node Exporter metrics from your browser.

Check the prometheus-node-exporter service status by executing the following command.

sudo systemctl status prometheus-node-exportér

If running, the prometheus-node-exponter service status should be like this:

root@debianl2:~#

root@debianl?: emctl is-enabled prometheus-nod

enabled

root@debia Su stemctl status prometheus-node-exporter

* promethe rde-eo er.service - Prometheus exporter for mac
Loade prometheus-node-exporte A yled; preset:
Active: g since

Docs: hilg ,,ﬁguthuh com/prometheus/node_exporter
2887 (prometheus-node)
6 (limit: 4642)
17.1M

Now run the command below to ensure port 9100 is in the LISTEN state, which the Node Exporter uses.



I ss -tulpn / grep 9160

Lastly, open your web browser and visit the Node Exporter metrics URL, such as http://192.168.10.15:9100/metrics.
You should see the generated metrics by Node Exporter like the following:

# HELP apt_auto ng Apt packages pending autoremoval.
# TYPE apt_autoremove_pe g gauge
apt_autoremove_pending @
# HELP apt_upgrades_held Apt pes pending wpdat but held back.
# TYPE apt_upgrades_held gaug
apt_upgrades_held{arch="",origin
# HELP apt_upgrades_pending Apt : r es by erdgin.
# TYPE apt_upgrades_pending gaug
apt_upgrades_pending{arch="all", urity/stable-securit
apt_upgrades_pending{arch="all",
apt_upgrades_pending{arch="amd64 ¥
apt_upgrades_pending{arch="amd64", - /" ity,Debian:bookworm/stable"} 4
apt_upgrades_pending{arch="amd64 /
# HELP go_gc_duration_seconds A su ; durati tion cycles.

TYPE go_gc_duration_seconds

o_ge_duration_seconds{quanti

5_ge_duration_seconds{quanti :

0_ge_duration seconds{quantile-“e 5 } S.

duration_seconds{guantile="@.75"} 8.8271e-85
_duration_seconds{quantile="1"} @.880529881
duration_seconds sum 8.858958629

\umber of goroutines that currently
rauge

tion about the Go environment.

bytes Number of bytes alle:
# TYPE go_memstats_ bytes gauge
go memstats_alloc_t 2.839112e+86
c_bytes_total Total number of bytes allocated, c if freed.
=_bytes_total co
_total 1.36586
# HELP go_memstats_ _hash_sys_byte ber of bytes used by the profiling bucket hash table.
# TYPE go_memstats k_hash_sys_byte
_bytes 1.614
total Total
i total counter
go_memstats_frees_t 3.2462254e+87
# HELP go_memstats_gc_sys_bytes Number of bytes used for parbage collection system metadata
# TYPE memstats ,_bytes gauge
5_BC 9.386944e+86
: _alloc_bytes Numbe F he bytes allocated and still in use.
go_memstats_ _alloc_bytes gaugc

Adding New Job to Prometheus

Now: that the Node Exporter is running, you're ready to add Node Exporter to the Prometheus.

Open the Prometheus configuration /etc/prometheus/prometheus.ymlusing the following nano editor command.

sudo nano /etc/prometheus/prometheus.yml

Within the scrape_configs section, add a new job prometheus-node-exporter with the endpoint of the Node Exporter
metrics like the following.

- job name: 'prometheus-node-exporter'
scrape interval: 5s
static configs:
- targets: ['192.168.10.15:9100" ]

Save the file and exit the editor when finished.

Next, execute the following systemctl command to restart the prometheus service and apply the changes.

' sudo systemctl restart prometheus i

Lastly, back to the Prometheus dashboard, then click Status > Targets menu. If everything goes well, you should see
the Node Exporter on the target endpoint.
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